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Federated Learning



Problem Statement

● FL naturally offers privacy advantages
○ Real user data is never exchanged

● FL architectures can be attacked
○ Sensitive information can be extracted from the local model sent to 

the server



Privacy Attacks 

Attack Models Privacy-preserving techniques 
employed at server side

Privacy-preserving techniques 
employed at client side

Inference 
Attacks

Reconstruction 
Attacks – SMC & Secure Aggregation

– Homomorphic Encryption
– SMC & Secure Aggregation
– Homomorphic Encryption
– Batch Level DP
– User-level DP

Membership 
Tracing



Privacy Attacks - Membership Tracing (1)



Privacy Attacks - Membership Tracing (2)



Privacy Attacks - Reconstruction Attacks (1)

Threat Model:

● Access to a trained model 
● Access to non-sensitive attributes
● Access to gradients across multiple training iterations
● If the membership of the data is not known, a Membership Inference 

Attack can be launched.



Privacy Attacks - Reconstruction Attacks (2)



Privacy Attacks - Reconstruction Attacks (2)



SotA - Differential Privacy

● User-level differential privacy
○ Hides the participant sensitive data by adding noise to the whole local 

training dataset.

● Batch-level differential privacy
○ Adds noise to the model parameters.
○ Groups of a few parameters are selected randomly or 

deterministically. 
○ Parameters are updated at each communication round.



SotA - Homomorphic Encryption

● A form of encryption that permits users to perform computations on 
encrypted data without first decrypting it
○ Resulting computations are left in an encrypted form
○ Sensitive data → Encryption → Computation → Decryption → Result

● Impractical in an IoT setting
○ Contains practical limitation in performing computations
○ Some techniques can still potentially leak data and more secure 

variants are still being developed



● SMC is a protocol that distributes computations across multiple parties
○ A central server can get an aggregate of data from local nodes
○ And no individual party can see the other parties' private data

● Secure Aggregation is a form of SMC
○ Local model parameters do not have to be revealed
○ The server cannot infer private data from them
○ Downsides: communication overhead, computational complexity

SotA - Secure Multiparty Computation and Secure Aggregation



A New Approach (1) - Classic Federated Learning



A New Approach (2) - Diversity-Infused Federated Learning

– P2P

– Homomorphic 
encryption

– SMC



Privacy Issues
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GDPR compliance in a centralised FL system 

● Lawfulness, Fairness and Transparency
● Purpose Limitation
● Data Minimisation

● Accuracy
● Storage Limitation
● Integrity and Confidentiality 

The GDPR defines 6 core principles as guidelines for service providers 
to manage personal data:



Rights of data subjects

● Right to be informed
● Right of access
● Right to erasure
● Right to restrict processing

● Right to data portability
● Right to object
● Right in relation to automated 

decision making and profiling

The GDPR requires Data Controllers to provide the following rights for 
Data Subjects: 



GDPR compliance investigation and 
demonstration

1. Systematic description of data processing operations and associated 
purposes

2. Assessment of the necessity and proportionality of each operation, given 
its associated purposes. 

3. Assessment of the data security and privacy risks that might be introduced 
by each operation


