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The Human Face of Big Data

1010

* Full movie: https://www.youtube.com/watch?v=3G9lrjcqXbk
- Big Data will impact every part of your life: https://www.youtube.com/watch?v=0Q3sRSUYmys

«  What Exactly Is Big Data? https://www.forbes.com/video/4857597029001
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Understanding Big Datasets
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2.5 quintillion bytes of data each day

Dataset whose volume, velocity, variety and complexity are beyond the ability of commonly
used tools to capture, process, store, manage and analyze them can be termed as BIG DATA.
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Complex situations?

Data distribution

— The large data set is split into chunks or smaller blocks and
distributed over N number of nodes or machines.

— Distributed File System.
Parallel processing

— The distributed data gets the power of N number of servers and
machines in which data is residing and works in parallel for the
processing and analysis

— MapReduce (Google), Hadoop, Spark, Flink, etc.
Fault tolerance

— We keep the replica of a single block (or chunk) of data more than
once.

Commodity hardware

— We don’t need specialized hardware with special RAID as Data
container.

Flexibility and Scalability

— add more and more of rack space into the cluster as the demand for
space increases.

Working on Big Data Datasets
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Big Data Timeline
A brief history of Data Science

Computer Science * Turing machines « Text string search
* Informason Theory * 1974 Peter Naur "Concise Survey of Computer
* Weiner & Cybemetics + Sort & Search Algonthms — Methods’, Data Science, Datalogy
« Von Neumann Architecture. Dikstra, Kruskal, Shell Sort, ... * Knuth — Art of Compuer Programming.
@— * Heunstics — Simulated Anneaiing, ...

« Database Marketng

. « Gn Algonthms + Data Mning, Knowtedge Discovery
funchicards % M?!:;m methods + “Data science, classiication, and related methods

« First IBM + Treebased methods. *+ 1989 Frst KDD Workshop
Computers « Gregory Piatetsky-Shapiro.
Data Technolo « DBMS. p--
« Removable Disk driv e —_ (®)
&“ == @ T —— /.\} « Rel f Dg:‘s = ¥ Desktop, fioppy ‘\.J @)‘
¢ CEI”OWEP”’Y « Wisam Piayfair &) s elafional : + SQL OOP * Wiiam Cleveland: Data Science
« Astronomical Charis. o Chares Minard 1 @/l Ik m- «_High level + LdoBreimann: Statistical Modetng ZCu‘lwes
=l — A g ‘) =
iy * Forence Nightingale. 5 John Tukey 9 ® ‘\./
Ve~ — Er + Grammar of Gfaphm
Visuaization ¥ @) L dacopes Bark: L * EowardTufle. ., \yord Gloud, Tag Cloud.
. 'y 7=\
« Optimization Methods < Acolications 1o M ° ® O ™ 5
» Fourier and ofher transtorms mwcaal:?.ng 5 e ﬁs:nsgmiﬂm roblems ~—t ~ A\
* Marix & Generalizations : ® oma _ s ~ N\
* Calculus + Non-euclidean geometries. Sommmioation: L e L @
« Logarithms
* Newton-Raphson. A
® —— —o)— ® ®©
—~ . }
Mathematics’ OR + 1976 - SAS Instinte ¥ E"ﬁ‘“" SC’-‘"?‘ ~. -
* 1977 The Inemational Assodiation for | A8 199007 190
+ Theoretical Foundasons of Modaen St Statstical Computing {LASC). . o
* Hypothesis, DOE
* Matematical Statistics. PR T
o y W
* Probabdt * Bayesian Methods « Computational Statistics.
. CANIeialnof'\ 7 Rsegre'sson, Loas * Time Series Methods (Box Cox,
* Bayes Theorem. : Tme‘;,es. Survival, eic.)

+ Stochastic Methods.

— o —
Statistics

Pre1800s  1800-1900  1900-1940 . .

- IV EDEDNY

. .. Big Data & Analytics
&® Capeemini S ,
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Big Data Research Challenges

Heterogeneity and incompleteness
— machine analysis algorithms expect homogeneous data;

— even after data cleaning and error correction, some incompleteness and some errors in data
are likely to remain.

Scale
— managing large and rapidly increasing volumes of data;

— clock speeds have largely stalled and processors are being built with increasing numbers of
cores;

— parallelism across nodes in a cluster;

— move towards cloud computing;

— large clusters requires new ways of determining how to run and execute data processing jobs.
Timeliness

— acquisition rate challenge and a timeliness challenge;

— many situations in which the result of the analysis is required immediately;

— ex: a full analysis of a user’s purchase history is not likely to be feasible in real-time.
Privacy

— important to rethink security for information sharing in Big Data use cases;

— we do not understand what it means to share data.
Human collaboration

— analytics for Big Data will be designed to have a human in the loop;

— crowd-sourcing;

— issues of uncertainty and error => participatory-sensing;

— the extra challenge here is the inherent uncertainty of the data collection devices.

Working on Big Data Datasets
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Data Science and the Values of
datasets

The 8V’'s: Volume, Velocity, Variety, Variability,
Visualization, Value, Veracity, Vicissitude;

Use cases and current challenges

26.03.2021 Working on Big Data Datasets
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As of 2011, the global size of By 2014, it's anticipated

40 ZETTABYTES It's estimated that data in healthcare was there will be

[ 43 TRILLION GIGABYTES (O 2005 2.5 QUINTILLION BYTES sstimeted Iptie 420 MILLION

of data will be created by Q 2.3 TRILLION GIGABYTES | I e 150 EXABYTES WEARABLE, WIRELESS
2020, an increase of 300 (@ of data are created each day [ 161 BILLION GIGABYTES | HEALTH MONITORS
times from 2005 2020

4 BILLION+

\ Q ) :

"""“"! Yﬁ\iﬁ FOlI.R V s -. : e HOURS OF VIDEOD
v of Big | -
phones ‘ ,..l. Data FORMS OF DATE &&&

400 MILLION TWEETS

are sent per day by about 200
million monthly active users

30 BILLION
PIECES OF CONTENT

are shared on Facebook
every month

Most companies in the
U.S. have at least

100 TERABYTES
100,000 GIGABYTES |
of data stored

WORLD POPULATION: 7 BILLION

break ata into four Volume,
Velocity, Variety and Veracity

Modern cars have close to

The New York Stock Exchange Poor data quality costs the US

captures .,@ 100 SENSORS economy around
TB OF TRA! ) that monitor it h 5 $3.1 TRILLION A YEAR
|] NFUIOZMATIOEJE ~ fue vl o e pressire robdihdieagrinirel pras

during each trading session

Velocity

ANALYSIS OF
STREAMING DATA

21%0F 3
RESPO :-.'r,les Verac1ty
UNCERTAINTY

| @w OF DATA

in one survey were unsure of
how much of their data was
inaccurate

By 2016, it is projected
there will be

18.9 BILLION
NETWORK
CONNECTIONS Y Y

YYYVEYyyy
e LT

Sources: McKinsey Global Institute, Twitter, Cisco, Gartnes, EMC, SAS, IBM, MEPTEC, QAS
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Volume

- Big Data Volume refers to the large amounts of generated
data:

— 40 ZettaBytes by 2020;
e 300 times more than 2005:

— ~ 2.5 Quintillion (2.3 Trillions GB) bytes data created daily;

— 100 Terabytes per company Stored;  sesordafoma oss oty fight

— 6 billion cell phones;

— 7 billon peoples. e e B
* Volume challenges:

— Storage, analysis and processing; = 2,499,841,200 TB

— Even the smallest optimization represents a step ahead in getting
the meaningful data in time and at a low cost;

20TB® 2 % 6 %28537% 365
20terabytes of twinengne  sichour,cross- B of commercil daysina year

information per Boeing 737 country flight from  fights in the skyin

26.03.2021
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Velocity

* Velocity refers to the speed of generating data (the speed at
which the data is flowing):

— New York Stock Exchange captures 1TB of trade information
during each trading session;

— Modern cars have about 100 sensors; s s
— ~18.9 billion network connections

« about 2.5 connections per person,;
— Social media messages are
Spread in seconds;

* Velocity challenges:
— Response time of delivery services (for financial markets is real-
time);
— Speed of manipulating and analyzing complex data;

— The Big Data system must be able to adjust and deal with the high
loads of data at peak times;

26.03.2021
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Variety

m TEScoM A IT'S NOT JUST SIZE,
VARIETY!

150 Exabytes in healthcare (2011);

— ~30 billion pieces of contend shared on
Facebook;

— By 2014 ~420 mil. wearable, wireless

health monitors; et s s 1 oy oot e, 46 Relaora Soksons

4 billion hours of videos watched on YouTube per month;
400 million tweets send /day by 200 mil. active users;

« Variety challenges:

26.03.2021

Big Data systems should handle complex data: relational data, raw data,
semi-structured or unstructured data;
Almost 80% of the world’s data is now unorganized;

« traditional DB can’t be used anymore for storage and management

different types of data must be processed and mapped to dedicated
resources;

Working on Big Data Datasets
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Variability =/

Types of Urban Big Data

« Variability refers to data whose L —
meaning is constantly changing; Sevsorsysems  Publcangpivate  Aray of g, Volsy. araly
« For example words don’t have static S
definitions and meaning vary in context:  vergneses ooy Awsinokeoma Ve
— Delicious muesli from the Administrative 2::::;“3 & Oyster Data, Volume, Visualization
@imaginarycafe- what a great e B | i e
way to start the da y 12 Private sector data  Various g::g;!s;\ :;;;?sl Value
— “Greatly disappointed that my O i
local Imaginary Cafe have rybrd data Deta memedres  Smart Locallors  Veraoly
stopped stocking BLTs.” it el T

— “Had to wait in line for 45
minutes at the Imaginary Cafe
today. Great, well there’s my
lunchbreak gone..”

Zf:i Jizi

Mean(sample) = p = !
ﬂ —

K flm — )2
Standard Deviation(sample) = o = ZM

— “great” on its own is not a sufficient o no!
signifier of positive sentiment; o )
- Variability challenges: Variance(sample) = o® = 3 =27

— ‘Understand’ context and decode the
precise meaning of words

26.03.2021
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Visualization 2

« Visualization refers to presentation of data in a pictorial or
graphical format:

— Analytics presented visually:
 to understand difficult concepts;
* to identify new patters;

— Interactive visualization:
* charts;
* graphs;

e ex: https://d3js.org/, https://developers.qgoogle.com/chart/ ,
http://www.fusioncharts.com/,

* Visualization challenges: . .
— Develop new technigues for data V|suaI|zat|on A
— Data exploration;
— Inconsistencies in the data structure;

26.03.2021
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Value

« Value refers to the value that can be extracted form datasets:
— it does not matter how big the data volume is or how complex,
— itis unless we are able to extract the meaningful information;
— storing and processing meaningless data represents:
- awaste of money, time,
and obtaining the relevant information becomes harder;

— Traditional approach to Big Data: systems for storing big data, but getting

insights can be difficult: How big is the human genome?
— time-intensive, manual query and analysis; | 9 3 billion bases

— modern dashboarding tools;
— Modern approach to Big Data:

« Machine brains: specialized algorithms that :
— can learn to identify patterns, ,
— correlations and i 6x107 base pairs : 1 byte :1.5><109 (S
— indicators through training and repetition; PROTEEIoNERCrBnieapis. “Secnaic

« Big Data Value challenges: « 1Human Genome = 1.5 Gigabytes
— developing tools for getting value form Big Data;

* Convertall 4 basesto O or1l

* One “byte” (8 bits) represents all &4 DNA bases

00, 01,10, and 11

26.03.2021
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Veracity

« Veracity refers to the trustworthiness of the data (uncertainty of data):

— 1in 3 business leaders don't trust the information they use to make
decisions;

— 27% of respondents in one survey were unsure how much of their data
was inaccurate;

— Poor data quality cost US economy about $1.3 trillion/year;

* Causes of VeraCity: Veracity Roadmap*: Components of Big Data 4"V
— Rumors, spammers, collection errors, e
entry errors, system errors;

* Veracity challenges:
— the volume and complexity of data
are increasing;
— quality and accuracy are becoming
less controllable;

Accuracy/
Inaccuracy

Completeness/
Incompleteness

Consistency/
Inconsistency

Truthfulness/
Deliberate Deception

Credibility/
Implausibility Objectivity/ Subjectivity

(i.e., Opinions, Emotions, Bias, Verbal Uncertainty )

26.03.2021 Working on Big Data Datasets
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* Vicissitude property refers to the challenge of scaling Big Data
complex workflows;

BTWorld records

Identification / ‘ : @ @
Correlation )
LoRey TKT-G

Qe -
docker
Native Containers VMs Clouds QUE'I'_V @
ProActive Resource Manager

—— Data dependency

Cloud Automation for Big Data @

ProActive 7¢|ProActive
ofc:) Workflows Automation
IT:Workload Control & algorithms e
Files b Spoikd asm nowledge
Events Q‘.—m! @ puthon :

BTWorld: A Large-scale Experiment in Time-Based
Analytics

26.03.2021
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Validity 1
1{? I:-:TF'II:E; g i Data quality, Governace Jata + VOIatIIIty
Management on h
- - + Veridicity
city Variability
at which Data Dynamic, Evolving Behavi ..
Senerated. osascuce  EEEESAVARI[0]g

Venue +

Distributed Heterogeneous

Variety
Different type of Data

Veracity

Data Accuracy

VEQUEI’IESS
Confusion over Meaning of BigData

Useful Data
Useful Data and Tools used

26.03.2021
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10 Cool Big Data Projects

- #1. To find exactly what we look for in the internet
« #2. To ride through a city without traffic jams

« #3. To save rare animals, catching poachers

« #4. To make our cities green

« #5. To understand why Indian cuisine is unigue

« #6. To fight malaria epidemics in Africa

« #7.To grow ideal Christmas trees

« #8. To understand that our languages are filled with happiness
« #9. To make sport shows even more interesting

« #10. To improve job conditions

« #11. To enhance relationship

https://www.kaspersky.com/blog/cool-big-data-projects/8186/

26.03.2021
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Distributed Model for Scalable Batch
Computing

Google MapReduce. MapReduce Patterns,
Algorithms and use cases

26.03.2021 Working on Big Data Datasets
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‘lwork!!

/ l \ Divide Work
Wy W, W3
ry Fa r3

\ l / N

Combine Results

“Result”
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Distributed processing is non-trivial

How to assign tasks to different workers in an efficient way?

What happens if tasks fail?
How do workers exchange results?

How to synchronize distributed tasks allocated to different
workers?

Big Data storage is challenging

— Data Volumes are massive

— Reliability of Storing PBs of data is challenging

— All kinds of failures: Disk/Hardware/Network Failures

— Probability of failures simply increase with the number of
machines ...

Working on Big Data Datasets
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Google MapReduce

MapReduce Is:
— a programming model;
— Implementation for processing and generating big data sets;

Released in 2004 by Google (Jeffrey Dean and Sanjay
Ghemawat)

Perform simple computations while hiding the details of:

— Parallelization; =) =
. . . QD : >

— Data distribution; | g | E
- ® =

— Load balancing; o, > |D —»[ Results }

_ S p U

* 1/0O scheduling; | § C
o -

— Fault tolerance; | @ — LE

—/

Distribute data over multiple nodes
— Each node receive a small portion of data

Working on Big Data Datasets
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Google MapReduce (2)

« MapReduce programming model:
— Input & Output: each a set of key/value pairs

* Programmer must specifies two functions:
— map (in_key, in_value) - list(out_key, intermediate_value)
* Processes input key/value pair;
* Produces set of intermediate pairs;
— reduce (out_key, list(intermediate_value)) > list(out_value)

« Combines all intermediate values for a particular key;
* Produces a set of merged output values;

reduce(String output_key, Iterator

map(String input_key, String intermediate_values):
input_value): // output_key: a word
// input_key: document name // output_values: a list of counts int
// input_value: document contents f result = 0;
for each word w in input_value: for each v in intermediate_values:
EmitIntermediate(w, "1"); result += ParselInt(v);

Emit (AsString(result));

26.03.2021
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MapReduce Data Flow

MapReduce Data and Process Flow of Word Count

26.03.2021

Unstructured - . - .
( Splitting ] { Mapping ] ( Shuffling ] ( Reducing ] m

Lorem ipsum |
dolor sit amet

™y

consectetur |
adipiscing elit
—_—

Ty
Aliguam
euismod lectus

ut eros
—

Ty
bibendum
ultrices nec ut
lacus

|

Lorem, 1
ipsum, 1
dalor,1
=it, 1
e

consectetur, 1
adipiscing, 1
elit, 1
. |

Aliguam, 1
euismod, 1
lectus, 1
ut, 1
v 1

bibendum, 1
ultrices, 1
nec, 1
ut, 1
|

Lorem, 5

{c) 2014 Broomfield Technology Cansultants. All Rights Resernved.
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MapReduce Patterns 7

« Counting and Summing - log analysis, data querying:
— Calculate a total number of occurrences of each word in a large set of
documents;

— Process a log file :
« each record contains a response time;
 itis required to calculate an average response time.

- Collating — ETL, building of inverted indexes:
— Save all items that have the same value of a function into one file
« Filtering (“Grepping”), Parsing, and Validation - log analysis, data
guerying, ETL, data validation:
— Collect all records that meet some condition;

— Transform each record (independently from other records) into another
representation

26.03.2021
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MapReduce Patterns (2) =

« Distributed Task Execution — physics and engineering simulations,
numerical analysis, performance testing:
— Large computational divided into multiple parts;
— Results from all parts are combined together to obtain a final result.

- Sorting - ETL, data analysis:
— Sort large set of records by some rule;
— Process records in a certain order.
« |terative Message Passing (Graph Processing) - graph analysis,
web indexing:

— Calculate a state of each entity in a network on the basis of properties of
the other entities in its neighborhood,;

— State can represent :
« distance to other nodes;
* indication that there is a neighbor with the certain properties;
« characteristic of neighborhood density ;
 etc.

26.03.2021 Working on Big Data Datasets
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MapReduce Patterns (3)

Distinct Values (Unique Items Counting) — log analysis, unique users
counting
— Set of records that contain fields F and G;

— Count the total number of unigue values of field F for each subset of records that
have the same G (grouped by G).

Cross-Correlation -text analysis, market analysis:
— A set of tuples of items ;
— Calculate a number of tuples where some items co-occur for each possible pair.

Relational MapReduce Patterns:
— Selection

— Projection

— Union

— Intersection

— Difference

— GroupBy and Aggregation

— Joining

Working on Big Data Datasets
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Algorithms and use cases -’

« PageRank and Mapper-Side Data Aggregation

— Used by Google to calculate relevance of a web page as a function of
authoritativeness (PageRank) of pages that have links to this page.

— the algorithm is complex

— its core it is just a propagation of weights between nodes
« each node calculates its weight as a mean of the incoming weights:

class N
State is PageRank
method getMessage(object N)
return N.State / N.OutgoingRelations.size()
method calculateState(state s, data [dl, d2,..])
return ( sum([d1, d2,...]) )

class Mapper class Reducer
method Initialize method Reduce(id m, [s1, s2,...])
H = new AssociativeArray M = null
method Map(id n, object N)
p = N.PageRank / p=20
N.OutgoingRelations.size() for all s in [s1, s2,...] do
Emit(id n, object N) if IsObject(s) then
for all id m in N.OutgoingRelations M = s
“ H{m} = H{m} + p else
method Close p=pP+5
for all id n in H do M.PageRank = p
Emit(id n, value H{n}) Emit(id m, item M)

26.03.2021 Working on Big Data Datasets
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Word Count Example

*  Mapper
— Input: value: lines of text of input
— OQOutput: key: word, value: 1
* Reducer
— Input: key: word, value: set of counts
— Output: key: word, value: sum
« Launching program
— Defines this job
— Submits job to cluster

The overall MapReduce word count process

Input Splitting Mapping Shuffling Reducing Final result
Bear, 1 » Bear, 2
Deer, 1 » Bear, 1
Deer Bear River »| Bear, 1
River, 1
/ Car, 1
Car, 1 » Car, 3 » Bear, 2
Deer Bear River Car, 1 Car, 1 Car, 3
Car Car River »|  Car Car River » Car, 1 Deer, 2
Deer Car Bear River, 1 River, 2
Deer, 1 » Deer, 2 -
Deer, 1
Deer, 1
Deer Car Bear » Car, 1 /
Bear, 1 River, 1 » River, 2
Owen O’Malley (Yahoo!) Aiver |

26.03.2021
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Word Count Mapper -

public static class Map extends MapReduceBase implements
Mapper<LongWritable,Text,Text,IntWritable> {

private static final IntWritable one = new IntWritable(l);

private Text word = new Text();

public static void map (LongWritable key, Text value,
OutputCollector<Text, IntWritable> output, Reporter reporter)
throws IOException {

String line = value.toString();

StringTokenizer = new StringTokenizer (line);
while (tokenizer.hasNext ()) {
word.set (tokenizer.nextToken ()) ;

output.collect (word, one) ;

}

26.03.2021 Working on Big Data Datasets
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Word Count Reducer

public static class Reduce extends MapReduceBase implements
Reducer<Text, IntWritable,Text,IntWritable> ({

public static void reduce (Text key, Iterator<IntWritable>
values, OutputCollector<Text,IntWritable> output, Reporter
reporter) throws IOException ({

int sum = 0;
while (values.hasNext ()) {
sum += values.next () .get();

}
output.collect (key, new IntWritable (sum))
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Putting it all together

JobConf conf = new JobConf (WordCount.class);
conf.setJobName (“wordcount”) ;

conf.setOutputKeyClass (Text.class) ;
conf.setOutputValueClass (IntWritable.class);

conf.setMapperClass (Map.class);
conf.setCombinerClass (Reduce.class) ;
conf.setReducer (Reduce.class) ;

conf.setInputFormat (TextInputFormat.class)
Conf.setOutputFormat (TextOutputFormat.class) ;

FileInputFormat.setInputPaths (conf, new Path(args[0]));
FileOutputFormat.setOutputPath (conf, new Path(args([1l])):

JobClient.runJdob (conf) ;
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Apache Hadoop

Programming environment and use cases
* Based on slides by Dhruba Borthakur, Owen O’Malley (Yahoo!)
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The history of an elephant

Hadoop is an open-source implementation based on Google
File System (GFS) and MapReduce from Google

Hadoop was created by Doug Cutting and Mike Cafarella in
2005

Hadoop is an Apache open source project from 2006

Why Hadoop?
— Need to process huge datasets on large clusters of computers
— Very expensive to build reliability into each application

— Nodes fail every day

 Failure is expected, rather than exceptional

* The number of nodes in a cluster is not constant
— Need a common infrastructure

- Efficient, reliable, easy to use
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(Java)

MapReduce
(Distributed Programming Framework)

HDFS
(Hadoop Distributed File System)

J|

—
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Distributed File System \Z)

Single Namespace for entire cluster

Data Coherency

— Write-once-read-many access model

— Client can only append to existing files

Files are broken up into blocks

— Typically 64MB block size

— Each block replicated on multiple Data Nodes
Intelligent Client

— Client can find location of blocks

— Client accesses data directly from Data Node
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Hadoop HDFS

« Hadoop distributed File System (based on Google File System (GFS)
paper, 2004)

— Serves as the distributed file system for most tools in the Hadoop
ecosystem

— Scalability for large data sets

— Reliability to cope with hardware failures
 HDFS good for:

— Large files

— Streaming data
* Not good for:

— Lots of small files

— Random access to files

— Low latency access
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HDFS Architecture

HDFS Architecture
Metadata (Name, replicas, ...):
Metadata,gps"{ Namenode /home/foo/data, 3, ...
Block ops
Read Datanodes Datanodes
B E - = Replication o = L
[ — Blocks
- J
N
Rack 1
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Who uses Hadoop? \ =

Amazon/A9
Facebook
Google

New York Times
Veoh

Yahoo!

.... many more

Hadoop Cluster at Yahoo! (Credit: Yahoo)
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A real world example of New York Times

Goal: Make entire archive of articles available online: 11
million, from 1851

Task: Translate 4 TB TIFF images to PDF files

Solution: Used Amazon Elastic Compute Cloud (EC2) and
Simple Storage System (S3)

Time: < 24 hours
Costs: ~ $240

€he New Hork Eimes
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Hadoop Ecosystem

* Pig: High-level language for data analysis (Yahoo! Research)
« Hive: SQL-like Query language and Metastore (Facebook)

 HBase: Table storage for semi-structured data (Modeled on
Google’s Bigtable)

« Zookeeper: Coordinating distributed applications
- Mahout: Machine learning

gw
H Hwe Pig ﬁ‘ gm

A
o
)

MapReduce

YARN @hadamp
HDFS
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In-Memory Cluster Computing

Apache Spark
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Overview of LAMBDA Architecture

« The Lambda Architecture has three major components:

— Batch layer provides the following functionality
* managing the master dataset, an immutable, append-only set of raw data
* pre-computing arbitrary query functions, called batch views,
— Serving layer
* Iindexes the batch views so that they
can be queried in ad hoc with low latency.

— Speed layer
- accommodates all requests that are Lambda Architecture
subject to low latency requirements. ALL DATA O PRECOMPUTE | B s

(HDFS) AN (AP REDUCE)

 use fast and incremental algorithms
» deals with recent data only.

SERVING LAYER
aggregate l| aggregate M aggregate

NEW DATA BATCH VIEWS MERGED

STREAM MERGE VIEW
REAL-TIME VIEWS (HBASE)

REAL-TIME DATA

STORM
PROCESS INCREMENT

STREAM REAL-TIME VIEWS
INCREMENT

SPEED LAYER
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Apache Spark

« Spark is a general-purpose computing framework for iterative
tasks

* APl is provided for Java, Scala and Python

 The model is based on MapReduce
— enhanced with new operations and an engine that supports
execution graphs
« Tools include Spark SQL, MLLIib for machine learning, GraphX
for graph processing and Spark Streaming

« Unifies batch, streaming, ML lib
interactive computing (machine
« Making it easy to build learning)

sophisticated applications
Apache Spark
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Key idea In Spark

* Resilient distributed datasets (RDDs)
— Immutable collections of objects across a cluster

— Built with parallel transformations (map, filter, ...)

— Automatically rebuilt when failure is detected

— Allow persistence to be controlled (in-memory operation)
« Transformations on RDDs

— Lazy operations to build RDDs from other RDDs

— Always creates a new RDD
« Actions on RDDs

— Count, collect, save
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« Broadcast everything
— Master broadcasts data and initial models
— At each iteration updated models are broadcast by master (driver
program)
— Does not scale well due to communication overhead
- Data parallel
— Worker loads data
— Master broadcasts initial models
— At each iteration updated models are broadcast by master
— Works for large datasets, because data is available to workers
* Fully parallel
— Workers load data and they instantiate the models
— At each iteration, models are shared via join between workers
— Much better scalability
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Machine Learning and Spark

« Spark RDDs support efficient data sharing

* In-memory caching increases performance

— Reported to have performance of up to 100 times faster than
Hadoop in memory or 10 times faster on disk

« High-level programming interface for complex algorithms

« Classification
- Naive Bayes
- SVM

- Random Decision * Dimensionality reduction
Forests - Principal Component
Analysis

* Regression S -~ SVD
- Linear
— Logistic
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MLBase and MLIib

« MLBase has been designed for simplifying the development of

machine learning pipelines:
— MLlIib is a machine learning library

— MLI (ML Developer API) is an API for machine learning
development that aims to abstract low-level details from the
developers

— MLOpt is a declarative layer that aims to automate the machine
learning pipeline

* The idea is that the system searches feature extractors and models
best fit for the ML task

ML Optimizer
Matlab interface

MLI

VENWELN | apack fortran linear MLBase
stack algebra libra MLLib stack

Single machine Spark
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Graph-Parallel Systems

- Graph-based computation depends only on the neighbors of a
particular vertex

— “Think like a Vertex.” — Pregel (SIGMOD 2010)
« Systems with specialized APIs to simplify graph processing

— Pregel from Google
» Push abstraction: Vertex programs interact by sending messages
» Receive msgs, process, send msgs

« GraphLab

— Pull abstraction: Vertex programs access adjacent vertices and
edges

— Foreach (j in neighbours) calculate pagerank total for |
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« Separation of system support for each view (table, graph) involves
expensive data movement and duplication

« GraphX makes tables and graphs views of the same physical data
* The views have
their own optimized Hyperlinks PageRank Top 20 Pages

semantics Raw Text @ @ - g
Wikipedia Table
— Table operators
P /

- -

inherited from Spark Term-Doc Topic Model
— Graph (LDA) Word Topics

— Graph operators X

ML -
. Word| Topic
form relational algebra J = s
[ |

Discussion Community User Comm‘unity
Table Editor Graph Detection Community Topic

Topic|Com.
—_ —_— b —> [
[
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Spark Streaming

Spark extension of accepting and processing of streaming high-
throughput live data streams

Data is accepted from various sources
— Kafka, Flume, TCP sockets, Twitter, ...

Machine learning algorithms and graph processing algorithms can be
applied for the streams

Similar systems
— Twitter (Storm),

Google (MillWheel),

Yahoo! (S4)

%

kafka

St

kafka

Spark

Streaming SSches oF

Qﬁm v processed
dota
k| o [N — =
E
. ngine B
batches of
\ input data Pushed to
‘ g external N
S oy l
DASHROARD
3 5& &P redis
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« Streaming computation: a series of very small deterministic batch jobs
— Live stream is divided into batches of x seconds
— Each batch of data is an RDD and RDD operations can be used
— Results are also returned in batches
— Batch size as low as 0.5 seconds, results in approx. One second latency

« Can combine streaming and batch processing

Click stream processing example

Resolution tp:  Processing Time

o o t: Ingestion time Event vs. Processing Time
te:  EventTime » There’s a difference between
T even time (te) and processing
frame time (tp)
e Grace: pariod « Events arrive out-of order even
©: Insert fact during normal operation
®: Update fact « Events may arrive arbitrary late

* Apply a grace period before
processing events

« Allow arbitrary update windows of
metrics
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K — Architecture

A distributed data operating system is emerging
— Supported by YARN and MESOS

Various data services on top of this (Hadoop and Spark)
Some services are being integrated (for example in Spark) for better

coherence and performance
Important points @ TR

— Data format (row/column, block size)

— Network topology and data/code placement Steam Serving loyer
. - - Rt
— Algorithm structure and coordination SR .. B ouon DI
. stream very
— Scheduling and resource management I Jobn+1 I Output n+1 |

Big Data Frameworks are evolving
— Spark represents unification of streaming, machine learning and graphs

Big Data pipeline management is at an early stage

— How to achieve better mapping between cluster resources, scheduling, and
pipelines?
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Ethical Issues on Big Data

Rules and Regulations, Data Economy, Business
Models
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Big Data Ethics

- “Big Data” Revolution comparable with Industrial Revolution

— all kinds of human activities and decisions are beginning to be
Influenced by big data predictions

 dating, shopping, medicine, education, voting, law enforcement,
terrorism prevention, and cybersecurity

* Privacy
— Privacy as Information Rules
— Shared Private Information Can Remain Confidential
— Transparency

 ldentity
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Big Data Ethics Principles S

- Beneficial:

— It should deliver value to all concerned parties
* Progressive:

— deliver better and more valuable results

— minimize data usage to promote more sustainable and less risky
analysis

 Sustainable:

— provide value that is sustainable over a reasonable time frame
« Data sustainability
 Algorithmic sustainability
» Device- and/or manufacturer-based sustainability

* Respectful:
* Fair
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Case Studies

 Trump election

« Target pregnancy ad

« Brexit campaign

 Ted Cruz campaign surge
UK Tory election campaign
 Obama campaign

« Air France 447 crash
 Compas system
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https://motherboard.vice.com/en_us/article/how-our-likes-helped-trump-win
https://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-girl-was-pregnant-before-her-father-did/#568211066686
https://www.theguardian.com/technology/2017/may/07/the-great-british-brexit-robbery-hijacked-democracy
https://medium.com/join-scout/the-rise-of-the-weaponized-ai-propaganda-machine-86dac61668b
https://www.theguardian.com/news/2017/mar/23/conservative-election-scandal-victory-2015-expenses
http://www.infoworld.com/article/2613587/big-data/the-real-story-of-how-big-data-analytics-helped-obama-win.html
https://en.wikipedia.org/wiki/Air_France_Flight_447
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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Working on Big Datasets: Use Cases

* Interactive Map for Coronavirus Cases
— Hadoop cluster for data collection and manipulation;

— the generated statistics are managed by a Python application that
uses the Pandas and Bokeh libraries in order to be displayed to
the user,

— COVID-19 dataset:

* is acquired from https://ourworldindata.org/coronavirus-data,

* Itis downloaded as a CSV file with columns describing the number of
new cases, the number of deaths etc for each country.

— Dataset is the parsed by the Hadoops’ mapper and re-ducer and
the resultis a CSV file also that describes for each country the
number of cases registered in the current day, the total cases
registered in the current month and the total deaths registered.

26.03.2021
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Working on Big Datasets: Use Cases

* Interactive Map for Coronavirus Cases

Big Data Project - Covid Map, 2021

t t
50 100 150
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US LAW_CATEGORY

CRIME_DISTRICT CRIME_TYPE REPORTED_ Latitude

# mongo
5

ey

FELONY BRONX INSIDE BAR/NIGHT 40.82885 -73.9167 {type:
FELONY QUEENS OUTSIDE 40.69734 -73.7846 {type:
FELONY MANHATTAN OTHER 40.80261 -73.9451 {type:
MISDEMEANOR QUEENS INSIDE RESIDENCE 40.65455 -73.7263 {type:
MISDEMEANOR MANHATTAN FRONT OF OTHER 40.738 -73.9879 {type:
FELONY BROOKLYN FRONT OF DRUG STOF 40.66502 -73.9571 {type:
MISDEMEANOR MANHATTAN OPPOSITE OF STREET 40.7202 -73.9887 {type:
FELONY BRONX FRONT OF  STREET 40.84571 -73.9104 {type:
MISDEMEANOR BRONX INSIDE RESIDENCE 40.85671 -73.8919 {type:
MISDEMEANOR MANHATTAN INSIDE DRUG STOF 40.76562 -73.9636 {type:
MISDEMEANOR BRONX INSIDE FAST FOOD 40.82204 -73.8917 {type:
~
User Interface API Database
Leafletyf b ongo

Bootstrap

& jQuery

ork City - dataset by
ontains crimes reported or
police in all 5 boroughs of New York City.

Longitude Location

"Point", coordinates
"Point" , coordinates
"Point" , coordinates
"Point" , coordinates
"Point" , coordinates
"Point", coordinates
"Point" , coordinates
"Point", coordinates
"Point" , coordinates
"Point" , coordinates
"Point" , coordinates

: [40.82884833,-73.91666114] }
: [40.69733814,-73.78455674] }
: [40.80260661,-73.94505191] }
: [40.65454944,-73.72633879] }
: [40.7380024,-73.98789129] }
: [40.66502269,-73.95711076] }
: [40.7202,-73.98873508] }

: [40.84570715,-73.91039803] }
: [40.85671129,-73.89189996] }
: [40.76561769,-73.96362342] }
: [40.82203994,-73.89173227] }
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Working on Big Datasets: Use Cases

* Interactive map for analysing Crime in New York City:
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Working on Big Datasets: Use Cases

Interactlve map'for analysmg Crlme in New York City:

AII Boroughs ¥

VIOLATION v

[ Attempted ‘ Completed ]

| Search

Date

Apply

Leaflet | © OSM Mapnik OpenStreetMap
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Working on Big Datasets: Use Cases

* Visualization using D3js library for COVID-19:

— Dataset offered by Johns Hopkins University Center for Systems Science
and Engineering (JHU CSSE)

 extracted from sources such as: World Health Organization (WHO)1
European Centre for Disease Prevention and Control (ECDC)2 and World
Meters3

— Implementation:
* Node.js framework for creating the web server

« MongoDB DBMS for the persistent storage of the data collected and the
results of the processing tasks.

« The MongoDB database can be launched as a Docker container, which can
be afterwards accessed from the outside through the mongoose library, which
provides object modelling capabilities for interfacing the database to the
Node.js server.

» Express framework to listen and respond to the clients’ requests for data
statistics.

« example of aggregation is computing the worldwide report that contains the
total number of detected cases, deaths and the infection rate per 1000
inhabitants up to the latest countries reports.
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Working on Big Datasets: Use Cases
* Visualization using D3js library for COVID-19:

COVID-19 BigData visualization

Total confirmed cases heatmap

Evolution of infections/deaths - Romania New cases distribution by age groups - Romania

W e cme LT
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